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Outline

¢ Introduction to Global Warming

¢ Overview of Green Computing

¢ Overview of Low-Power Computing
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GLOBAL WARMING - BY ALLIEWO707 WWW.TODNDOO.COM
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"Six Degrees could change the world” DVD
[National Geographic]
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Greenhouse Gas Concentrations (% of total)
M atural and Man-made Sources [except water vapor]
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co2 Methane MN20 Misc. gases
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Et A HFXI2 Carbon Footprint

o O|&tStEHA HIEE= =0|= A0 S8R
= Kyoto Protocol: 5.4% reductions below 1990
levels by 2012

= EVU: at least 20% below 1990 levels in 2020

¢ Carbon Footprint (CF)
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= Carbon Footprint
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Carbon Emission Breakdown in 2002

— m Power Sector
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6reen Computing Olef?

¢ Environmentally responsible use of computers
and related resources

HUX =22 =03t
o5 ST A2 H2

HIIZ22 HEE 9 M d= = ol

Green ICT
Green by ICT

= ICT == Information Communication Technology
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equivalent to the Aviation Industry

% of GtCO,e Telecoms infrastructure
and devices
Data centres
PCs, peripherals and printers*

2002 % of 0.53

. 2% of total

2007 % of 0.83 footprint

2020 % of 1.43
CAGR > 7 5

I};I‘:I

* Printers were 11% of the total ICT footprint in 2008, 8% in 2007 and will be 12% in 2020.

Data Centers are PCSr SrAman
Increasing P

from 592 Million in 2002
to > Four Billion in 2020
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Sun's 'portable’ Blackbox
data center

Company unveils new one-box data ol 3 Innovative D?numlc
center 1 AREL 1 Smart Cooling
Sun Microsystems' CEQ Jonathan ! 1Y Cut cooling costs in the data center as
Schwartz showed off the company's new i\ . much as 40%.

"Project Blackbox" in a Menlo Park, Calif.,, N

parking lot Tuesday. Sun says the gear is » Learn more

not only preassembled, but it's tough
and arrives ready to run.

s Buying

Intel Becomes Largest Purchaser of
Green Power in the U.S.

Googlé p.t.ls.hes ‘green’ power
initiative

Company Tops EPA Green Power Partner List,
Vows to Drive for Greater Efficiency While
Spurring Growth in Renewable Market

How Microsoft is going green IBM Project Big Green

Biodiesel trucks, solar-powered data centers are just a couple

environmentally friendly track ¥ig Green Banner Project Big Green is a $1 billion investment to
dramatically increase the efficiency of IBM
products. MNew IBM products and services,

By John Fontana , Nefwark Warld , 01A002008



The Smart 2020 Opportunity:
Reducing GHG Emissions by 7.8 61CO.e (15%)
(cf. Total ICT 2020 Emissions are 1.43 G1tCO.e)

Smart

Smart Buildings

GtCO:e GtCO:e

Smart ' Smart
Motors Grid

0.97 2.03
GtCO:e GtCO:e
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Green by ICT U3

¢ Standardize

= Develop protocols to enable smart systems to
inferact

¢ Monitor
= Make energy and carbon emissions visible

¢ Account
= Link monitoring to accountability and decision making
¢ Rethink
= Optimize for energy efficiency and find
alternatives to high carbon growth

¢ Transform
= Implement low carbon infrastructure solutions
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Low Power vs. Green Computing

Green
Computing

Low Power

Computing
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Wh{ Low Power?
— - Limited Battery Capacity

Battery 1t
Capacity required

expected

/

CS4HsS 2012 J.Kim/SNU




Why Low Power?
- Heat Dissipation

Nuclear Reactor

Nozzle

Pentium Il ® processor
Pentiumll ® processor

Pentium Pro ® processor
Pentium® processor
¢ 1486
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Power density getting worse

From F. Pollack
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[Hennessy & Patterson 2007]
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Intel CPUs

12MB L3
8

Intel Core L T OPREATRS |
30 ‘. "'__ % .‘ v -::_.- :.

(server)
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Low Power Computing

& Goal: Power-Aware Computing

= Energy is only consumed if, when and where
needed.
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ICT Energy Management

Measure to
understand
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Power consumption of

e Intel’'s 2-socket quad core Xeon

¢ Main Contributors:

= CPUs
= Memory
= Fans & power supply

Idle State Sys Power Active State Sys Power

M cpus W cpus
motherboard motherboard
Hmem & IO ctrl E mem & IO ctrl

B memory
W fans
Hard Disk
m Power Supply

B memory
W fans
Hard Disk
B Power Supply
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Macro Scale Measurement  [vurajo9]

o Instrument the UCSD CSE dept )

VIP.MSCADAO1

EBL3B Total

<
]

2008-Aug-15
00:00:00.000
2008-Aug-16
00:00:00.000
2008-Aug-17
00:00:00.000
2008-Aug-18
00:00:00.000
2008-Aug-19
00:00:00.000
2008-Aug-20
00:00:00.000
2008-Aug-2

00:00:00.000
2008-Aug-22
00:00:00.000
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Google DataCenter € | |  arossoor

Fraction of time

0.01

0.0035

0.4 0.5
CPL utilization
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ePRO-MP [Choi09]

energy PRofiler and Optimizer for MultiProcessors

Developing Analyzing and Perf/Energy-optimal S/W
Target S/W  Optimizing Performance/Energy Configuration

Analysis System

Per Core,
Thread, &
Function Levels

¢ An integrated tool for measuring, analyzing,
and optimizing energy, performance, and code
size of embedded parallel applications
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Successful Low Power Techniques

. Understand workload variations of your
target

. Devise efficient ways to detect them

. Devise efficient ways to utilize the detected
workload variations using available H/W
supports
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¢ Dynamic Power Management (DPM)
= Bigr =11

» = Me =3 #21J|

¢ Dynamic Voltage/Frequency Scaling (DVFS)

= 2 ERs & AESAl &I

= HE d/HEY =25 £80l)

—
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Dynamic Power Management

¢ System-level power management
= IS power &EHDF =XHol= AIAEI0A..
= Saves power of subsystems (devices)
¢ Device is:
= Busy if there are requests
» Idle otherwise

¢ Simple DPM examples:

= Display on/off
* Hard disk on/off
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Power State & Transitions

¢ Assumption
= Only one device & only one stream of requests
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Leakage Management by Turning Off Replications im2009

¢ Replicating the shared block in each private L2 cache

= The cache blocks are replicated in each local private L2 cache
to access the cache block faster.

= The cache capacity decreases.

¢ Goal: of the private
L2 cache by turning off the replicated blocks

Block A
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Dynamic Voltage Scaling

¢ CPUS ds= sH2= UZotH &
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Basic Idea of DVS

2
® Ex I\'cycle ' VDD
Power Deadline

o W////l rover-dom 3077

: (b) Power-down 5x108 cycle
: 5.0V
12.57

.

(c) Dynamic 5x108 cycle
voltage 2.0V

2 02 ~_ scaling 2.0J
- 2o > Time

— Slow and Steady wins the racel!
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Key Issues for successful DVS

¢ Efficient Detection of Slack/Idle Intervals
¢ Efficient Voltage Scaling Policy for Slack

Intervals

slack
interval

How to detect —

CS4HS 2012

— How to scale voltage
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Effect of Intra-Task Schedulinc

b, bbb,
_ deadline
idle state

0.44 usec 2 usec
(a) without the intra-task scheduling

2
(b) with the intra-task scheduling” """

Energy Consumption of (b)
Energy Consumption of (a)
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Power/Thermal-Aware Scheduling

Task

Task

|

I

LITMUS-RT-patched Linux

Profile information

Task profiler

>

Scheduler

@@
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Power /thermal-aware
¢ scheduling

ncy /voltage scaling

Current reading
~@
'@;; (

Current probe  Digital Multi-Meter (DMM)
(Fluke i410) (Agilent 34410A)
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Energy Management in Data Centers

Challenges: Job queue

Monitor: temperature, power, performance
Control: cooling, power states, task scheduling
Predict: temperature, incoming workload

energy efficient computation

[Tajana Simuni¢c Rosing]
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Conclusions

o NA=2ttel =M oiZ= PIoi Al Green
ComputingS St =50l ol 80| 2 &otLCt.
= Green ICT2 Green by ICT 25 IS SR0lL.
= Green ICT2 =2 F2Y0l J|Btet &2 X0l
Smart Solution=0| [} 28h sector=0llA 2=l

¢ 2 =250l Green Computing -Power
cl

NENL 1] I

Computing = O0FOIA )
O 2+=L.

= HE/0HK A29
= DPM
= DVS
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¢ For more info on our group’'s research, please
visit http://davinci.snu.ac.kr
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